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Asymmetry of acceptor wave functions caused by surface-related strain and electric field in InAs
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The spatial distribution of the local density of states at Mn acceptors near the (110) surface of p-doped InAs
is investigated by scanning tunneling microscopy. The shapes of the acceptor contrasts for different dopant
depths under the surface are analyzed. Acceptors located within the first ten subsurface layers of the semicon-
ductor show a lower symmetry than expected from theoretical predictions for the bulk acceptor wave function.
They exhibit a (001) mirror asymmetry. The degree of asymmetry depends on the acceptor atoms’ depths. The
measured contrasts for acceptors buried below the tenth subsurface layer closely match the theoretically
derived shape. Two effects are able to cause the observed symmetry reduction, i.e., the strain field of the
surface relaxation and the tip-induced electric field. While both effects induce similar asymmetries, a compari-
son of their relative strengths indicates that surface-related strain is the dominant effect for Mn in InAs.
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I. INTRODUCTION

Scanning tunneling microscope (STM) studies of the local
electronic contrasts induced by shallow and deep acceptors
in group III-V semiconductors are subject to intense
discussions.!~® The anisotropic contrasts of magnetic accep-
tors such as Mn are of particular interest because their mi-
croscopic coupling to holes and other Mn acceptors influ-
ences the macroscopic magnetic properties of the doped
semiconductor.””!! For substitutional acceptors in zinc
blende semiconductors, e.g., the group III-V compounds,
one expects that the observed contrasts reflect the cubic sym-
metry of the host crystal’s band structure (hence, c,,).!>"?
However, shallow acceptors show up in STM topographies
as triangular contrasts with the dopant atom located in the
triangle’s tip, clearly breaking the c,, symmetry.">!* Deep
acceptors show an asymmetric bow-tie-like shape reminis-
cent of the bulk symmetry, but nevertheless, asymmetric with
reference to the (001) mirror plane.>!> Tight-binding calcu-
lations were performed to describe the acceptor state in the
bulk crystal.>!® Until now, the semiconductor surface was
not fully included into such calculations because the neces-
sary large slab would exceed today’s computing capabilities.
The probability density at the sample surface that originates
from the wave function of a subsurface acceptor was ex-
tracted from the existing bulk calculation by cutting the cal-
culated three-dimensional probability density at a certain dis-
tance from the acceptor atom and artificially adding the
decay into the vacuum.'>!® However, an acceptor in the vi-
cinity of the surface will differ not only in electronic prop-
erties such as binding energy from a bulk acceptor but also in
spatial extension of its wave function. The cleavage surface
that is needed in the STM experiment to access buried dop-
ants introduces a symmetry reduction into the system that is
not included in the bulk calculations. Thus, these calculations
do not completely reproduce the observed asymmetric shape,
and especially not the recently reported depth dependent
changes of this asymmetry.® In this paper, we quantitatively
study the evolution of the acceptor wave function with re-
spect to its dependence on the interaction strength with
surface-related and tip-induced effects by comparative im-
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ages of acceptors in different depths under the surface. The
degree of (001) mirror asymmetry serves as a measure. Sur-
face strain fields and tip-induced electric fields are discussed
on the basis of band structure calculations. Both effects can
explain the symmetry reduction. A comparison of their rela-
tive strengths indicates that surface-related strain is the domi-
nant effect in this system.

II. EXPERIMENT

The experiments are performed in a low temperature
STM operating in UHV at a base pressure better than
2X107'"!" mbar. Details of the experimental setup are given
in Ref. 17. The InAs samples are cleaved in situ at room
temperature and they are transferred to the precooled micro-
scope where they reach the equilibrium temperature of 5.6 K
within less than an hour after cleavage.

To quantitatively analyze the symmetry properties of in-
dividual acceptors, we employ highly diluted samples. In
fact, the symmetry analysis requires a dopant—dopant dis-
tance larger than the average Mn contrast extension of
~10 nm (see Sec. III B). On the other hand the doping has
to be high enough to ensure stable STM operation at 5.6 K.
A doping level of 2 X 10'7 ¢cm™ is chosen and checked by
large scale topographic STM images. The average distance
of two Mn atoms in the present sample is 17 nm and is thus
sufficiently large for the following analysis. Additionally, the
Mn acceptor concentration establishes an impurity band with
a few meV spectral widths centered at about 23 meV above
the valence band edge.!®!° The samples are conducting even
at 4.2 K, which was checked by macroscopic resistance mea-
surements.

The asymmetric contrasts discussed here are linked to the
host lattice.*'* Knowledge of the sample’s exact crystallo-
graphic orientation is crucial for the discussion. The samples
are cut out of a (001) oriented wafer and the orientation of
each sample piece is documented throughout the preparation
process. As InAs possesses two groups of nonequivalent
cleavage planes, the documented orientation of the cleavage
plane is cross-checked in the STM experiment with the rela-
tive shift between empty and filled surface resonances in
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FIG. 1. (Color online) Inset: 18X 18 nm? constant current to-
pography of three subsurface Mn acceptors (a, b, and ¢) under the
InAs(110) surface. The topography is recorded at +1.0 V sample
bias and 100 pA tunnel current. The Mn acceptors appear as asym-
metric bow-tie-like protrusions. Upper graph: local dI/dV charac-
teristics acquired in the inset topography. The blue curve (labeled
with u) corresponds to the undisturbed surface and the red one
(labeled with ¢) was recorded directly above the lower Mn acceptor
(¢). The topographic set point for the I(V) measurement is at 2.0 V
and 0.3 nA. At this set point, the Mn acceptors have no impact on
the topography. Lower graph: numerically derived TIBB(V) depen-
dence adjusted to the presented I(V) spectroscopy. The characteris-
tic bias voltages, i.e., inversion limit and flatband bias, are marked.

spatially resolved I(V) spectroscopy.’’ The measurements
presented in this work are carried out on the (110) surface,
i.e., the In atoms of the surface zigzag row point toward
[001] (compared to the ball-and-stick model in Fig. 2).

III. RESULTS
A. Acceptor state identification

The first step of the analysis is the identification of the
sample bias voltage at which the acceptor bound hole is im-
aged. The tip-induced band bending (TIBB) present at the
{110} surfaces of InAs has to be considered. It causes a non-
trivial relation of sample energy scale and applied sample
bias.?!"?? The constant current topography in Fig. 1 presents
an 18 X 18 nm? image of an atomically flat InAs(110) sur-
face recorded at +1.0 V sample bias. The anisotropic bow-
tie-like contrasts of three subsurface Mn acceptors are vis-
ible. The differential conductivity (dI/dV) is recorded on two
spots in this region (upper graph in Fig. 1): The blue curve
(denoted as u) is acquired in the white rectangle in the upper
left corner of the topography and shows the dI/dV signal of
the undisturbed surface. The red spectrum (c) is recorded
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above the Mn contrast labeled with (c). The lower graph in
Fig. 1 presents the numerically derived TIBB(V) depen-
dence, which has been validated with spatially resolved I(V)
spectroscopy in the same manner as described earlier for
GaAs.!” The actual TIBB(V) dependence is strongly affected
by parameters that vary for different tips and thus needs to be
checked for each STM measurement. In order to identify the
acceptor state in the (V) spectra, knowledge of the flatband
bias voltage (TIBB=0 meV) is crucial. Thus, the tip work
function, which determines the flatband bias, is experimen-
tally evaluated. The TIBB(V) is calculated using this value
(4.25 eV for the presented scanning tunneling spectroscopy
measurement), a typical tip geometry (15 nm tip apex radius,
90° shank slope), and an estimated vacuum gap of 8 A. The
numerical model introduced by Feenstra® is used. The cal-
culated flatband bias is at 1.05 V sample bias. Delocalized
charge density oscillations appear as a conductivity step in
both dI/dV curves at 1088 mV. This observation fixes the
flatband bias to a slightly lower value than 1.09 V, which is
in good agreement with the calculation. The detection of the
acceptor state is expected below the flatband bias. The
prominent conductivity peak at +914 mV that is solely ob-
served above the position of the acceptor is therefore identi-
fied as the additional tunnel channel into the acceptor ground
state. At positive bias, it becomes accessible when the accep-
tor state is lifted above the Fermi energy. Thus, the spatial
distribution of this conductivity peak is associated with the
direct detection of the wave function of the acceptor bound
hole. The comparison of the dI/dV curves above and below
this peak adds further confidence to this: For bias voltages
lower than +0.91 V, the acceptor state is below the Fermi
energy, i.e., the acceptor is in its ionized state. No hole is
bound to it and the dopant core’s negative charge locally
shifts the conduction and valence band states upward. The
dl/dV curve near the acceptor largely differs from the one
recorded above the undisturbed surface. For bias voltages
exceeding +0.91 V, the dopant core’s negative charge is
compensated by the bound hole. The surrounding area is no
longer electrostatically distorted and both dI/dV curves
match. To conclude this section, the STM maps the probabil-
ity density distribution of the Mn acceptor wave function for
>+0.91 V bias voltage.

B. Symmetry analysis

Further analysis is done by topographic measurements. A
total of 29 acceptor contrasts is acquired in a single atomi-
cally resolved 210X 210 nm? multibias measurement. Each
line of the image is subsequently scanned with two different
bias voltages before the scanner moves to the next line. Be-
cause fwo topographies are quasisimultaneously recorded,
thermal drift and piezocreep between them is negligible,?®
and the absolute positions in both images match to an accu-
racy better than one surface lattice constant. This was veri-
fied by comparing the positions of uncharged surface point
defects between both images. Figure 2 presents the zoomed
images in eight different acceptor contrasts. Taking all
zoomed images out of the same multibias measurement en-
sures that the different contrast shapes are not caused by
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FIG. 2. (Color online) Zoomed images of 13X 13 nm? into the
multibias topography. Each image doublet shows one acceptor. The
blue-red colored image is recorded at +1.0 V and the black-yellow
colored images are acquired at —1.0 V. The images of one row
have the same color scaling. The adjacent color bar indicates the
height scale for each row in A. The white circles show the location
of the dopant atom under the surface, as determined by the center of
mass and contrast maximum of the circular contrast at —1.0 V bias.
The ball-and-stick model sketches the InAs lattice at the (110) sur-
face with the orientation of the STM images. The large circles cor-
respond to atoms of the first surface layer and the small circles are
the second surface layer.

modifications of the tip’s imaging properties. The two biases
are chosen such that the acceptor state is imaged in one to-
pography, while the acceptor core position can be determined
in the other. The first topography is recorded at +1.0 V, i.e.,
directly above the acceptor state’s conductivity peak. The
respective zoomed images are the blue-red colored images
(upper image for each acceptor). According to the dI/dV
curves they are an image of the acceptor bound hole’s spatial
distribution. The second topography is recorded at —1.0 V.
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At this bias, the tunnel current is dominated by the valence
band states and the acceptors exhibit circular symmetric pro-
trusions. The negative acceptor charge has a circular sym-
metric Coulomb potential that influences the band states.'*
The center of mass and maximum of this contrast resembles
the projected lateral position of the acceptor core under the
surface. It is indicated by white circles in Fig. 2.

The depth of each acceptor atom under the surface is de-
termined as follows: All visible acceptors are ordered to in-
creasing depth under the assumption that the circular protru-
sion in the filled state image at —1.0 V is the strongest for
the acceptor nearest the surface and becomes fainter for
deeper acceptors. The acceptor contrasts in Fig. 2 are ordered
to increasing depth from top left to bottom right. The black-
yellow colored images (lower image for each acceptor) show
the evolution of the circular contrast. To pinpoint not only
the monotonous depth ordering but also the precise dopant
depth, additional information is used: The symmetry center
of the acceptor contrasts has to follow a certain ordering with
respect to the host lattice.”*?> Mn is a substitutional acceptor
on the In site. The dominant empty state resonance at
+1.0 V has its corrugation maxima above the In sites of the
surface zigzag row.?’ Therefore, an acceptor contrast in the
first surface layer is centered directly on the corrugation
maximum. If the acceptor is positioned in the second mono-
layer, the acceptor atom is located between the corrugation
maxima. The acceptor contrasts in Fig. 2 follow the alternat-
ing on-maximum and off-maximum orderings. Recent re-
ports suggest that acceptors located in the two monolayers
that form the surface have a different appearance.®!! Thus,
the label “layer 1” in Fig. 2 refers to the first subsurface
layer. The acceptor core positions are determined for accep-
tors down to the tenth subsurface monolayer. The analysis
shows that no acceptor was found in the fourth and seventh
layer under the surface. About four to five additional depths
were detected but the exact position of the respective accep-
tors could not be accurately determined anymore due to the
vanishing feature height in the filled state image. Besides, it
is worth noting that the STM could resolve acceptors that
were up to 3 nm (£ 15th subsurface layer) below the sample
surface. The ordered image sequence of the anisotropic ac-
ceptor contrasts (blue-red colored images in Fig. 2) shows a
gradual shift from nearly triangular to rectangular shapes.
The acceptor in the first subsurface layer has a pronounced
triangular shape. The contrast maximum is shifted to the

[001] side of the acceptor atom’s location and the half-plane
to the [001] side consists only of faint lobes. The acceptor in
the tenth subsurface layer appears as a nearly rectangular
feature centered on the dopant site. Acceptors in intermediate
depths exhibit intermediate contrasts.

The degree of asymmetry with respect to the [001] direc-
tion is quantified by image analysis, as shown in Fig. 3. The
topography of each acceptor is decomposed into symmetric
and asymmetric parts with reference to a (001) mirror plane
through the exact location of the acceptor core (blue line in
the images of Fig. 3). The following conditions have to be
met for this analysis.

(1) The average dopant-dopant distance has to be larger
than the chosen image size. If the acceptor contrast of inter-
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FIG. 3. (Color online) Asymmetry factor 7 of the Mn acceptor
contrasts plotted against dopant depth. These are the results of the
symmetry analysis. If the acceptor in the first monolayer is ex-
cluded, the asymmetry decreases linearly to O with increasing
depth. The lower limit to which the asymmetry can be detected is
0.05, which is reached for an acceptor in the tenth subsurface layer.
The images at the right hand side demonstrate the symmetry analy-
sis for an acceptor in the fifth layer (indicated by an arrow in the
graph).

est was notably affected by a nearby acceptor, the symmetry
analysis would return symmetry properties of the dopant ar-
rangement rather than the symmetry properties of an indi-
vidual dopant atom. Here, 13X 13 nm? topographies are
considered; hence, the average Mn-Mn distance of 17 nm
(doping level of 2 10'7 cm™) is sufficient.

(2) The contrast asymmetry is evaluated with reference to
a (001) mirror plane running through the dopant atom. Thus,
the position of the Mn atom needs to be known in the topog-
raphy containing the acceptor state image, i.e., at +1.0 V.
However, the projected dopant position has to be determined
at a different sample bias (here, at —1.0 V). Due to the em-
ployed multibias acquisition, both topographies at —1.0 V
and +1.0 V precisely match and the acceptor atom positions
that are determined in the —1.0 V topography are therefore
also known in the +1.0 V topography.

The atomic corrugation of the surface states is suppressed
in the images by fast Fourier transform filtering to minimize
the background signal (upper image of Fig. 3). The symmet-
ric part z,(x,y) is deduced from the upper image (middle
image of Fig. 3). The symmetric part is subtracted from the
topography, which results in an image of the asymmetric part
z,(x,y) (lower image of Fig. 3). After decomposition of the
filtered image, the degree of asymmetry of each acceptor
contrast is given by the relative weight of symmetric and
asymmetric parts. The quotient 7 is a quotient of the inte-
grals of the height information of symmetric and asymmetric
images
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J z4(x,y)ds

n= .
Jza(x7y)ds+fZS(X,y)dS

It describes the ratio of the asymmetric to the symmetric
components of the topography. The graph in Fig. 3 plots »
for all acceptors of Fig. 2 against the acceptor depth. The
degree of asymmetry is 27% for the acceptor in the second
layer. With increasing depth, the asymmetry monotonously
decreases. The slope of a linear fit gives a decrease of 0.024
per monolayer depth. The detection limit for this analysis is
estimated by performing the same analysis with the mirror

plane (110). The Mn acceptor is mirror symmetric with that
plane, but the value of 7 varies between 0 and 0.05 for this
direction because of residual noise (this limit is indicated by
a dashed line in Fig. 3). The uncertainty of the symmetry
analysis due to deviations in the mirror plane position deter-
mination is lower. It is A%=0.03 and is plotted as an error
bar. Acceptors in the tenth subsurface layer are fully sym-
metric within the accuracy of this analysis. According to the
linear fit, the 12th layer acceptor would be completely sym-
metric. As a result, acceptors buried below the 10th to the
12th layer under the surface appear as rectangular contrasts

that are mirror symmetric with respect to both the (110)
plane and the (001) plane. Acceptors located within the first
ten subsurface layers have a (001) mirror asymmetry. The

[001] side of the acceptor contrast is more pronounced than
the [001] side.

IV. DISCUSSION

On the basis of the local I(V) spectroscopy (Fig. 1), we
conclude that the asymmetric contrasts at +1.0 V are an im-
age of the acceptor bound hole, i.e., they resemble the prob-
ability distribution of the acceptor wave function at the sur-
face. Indeed, the observed probability density distribution of
deeply buried acceptors has a nearly rectangular shape. This
fits well with the theoretical expectation for a bulk acceptor
as calculated, for example, by effective mass'® or tight-
binding methods.®!'® Obviously, the spatial extension of the
wave function for dopants nearer to the surface is reduced by
a vertical confinement of the surface. The half-space geom-
etry (1/2 semiconductor and 1/2 vacuum) will affect other
properties, such as binding energy, as well (see, e.g., Refs. 26
and 27).

However, above all, the surface induces a symmetry re-
duction. The depth dependent measurements demonstrate
that the probability density distribution for acceptors near the
surface is deformed compared to deeply buried acceptors.
Unfortunately, a quantitative description of surface and dop-
ant in tight-binding calculations or ab initio density func-
tional theory exceeds today’s computational abilities. How-
ever, the symmetry properties of the acceptor wave function
may be qualitatively elucidated by considerations based on
the bulk band structure: The acceptor state is a hybrid of the
highest valence band states. The energy window of the va-
lence band needed to form the localized state approximately
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equals the binding energy of this state.?® The bulk Mn accep-
tor in InAs is 23 meV above the valence band maximum,!®
so about 10% of the Brillouin zone participates in the hybrid-
ization. The symmetry of its wave function is determined by
the host crystal’s band structure. If the band structure is sym-
metric along a certain direction, the ground state wave func-
tion will be symmetric as well. Anisotropies in the ground
state wave function can only develop when the band struc-
ture exhibits this asymmetry. To good approximation, the
bulk bands are cubic in this range.?’ In particular, they are
symmetric with respect to the [001] direction. Effects that
break this symmetry are known but usually considered to be
small in the bulk, e.g., the so-called k-linear terms cause a
splitting of less than 1 meV at the valence band edge in the
bulk.’® Figure 4(a) presents a band structure calculation for
bulk InAs. Empirical pseudopotentials®!*? were used and the
spin-orbit interaction (SOI) was explicitly included.?3-*
Since the surface is not explicitly included one primitive
InAs unit cell is modeled and a basis of 65 plane waves is
employed.® The band structure is evaluated for a cut defined
by a plane consisting of the [001] and [110] directions. This
cut visualizes the symmetry properties of the InAs band
structure that will affect the shape of the acceptor contrasts at
the (110) surface relative to the [001] direction. The graph in
Fig. 4 shows the energy contour lines of the highest valence
band. The plotted section has an extension of about 10% of
the Brillouin zone.

For the bulk system without any symmetry reducing field
[Fig. 4(a)], the well-known shape (c,, symmetry) is repro-
duced. The band is symmetric with reference to the (001)

mirror plane, i.e., the [001] and [001] parts of the graph are
identical. The resulting acceptor wave function will inherit
this symmetry and the acceptor contrast at the surface is
symmetric, as depicted in the sketch [Fig. 4(a), left]. This
agrees well with the measured contrast of the “layer 10”
acceptor (see Fig. 2). As a first result, an acceptor in the tenth
subsurface layer has the bulk symmetry properties. The sur-
face has no measurable impact on it. In fact, the tenth layer
acceptor closely matches the previously reported theoretical
predictions for the Mn acceptor wave function.>!3 In contrast
to that, our STM analysis shows that acceptors closer to the
surface exhibit a strong asymmetry along [001] (refer to
Figs. 2 and 3), while they remain symmetric with reference

to the [110] mirror plane. This asymmetry cannot be de-
scribed with the bulk band structure only. Obviously, the
cleavage surface induces a symmetry breaking that lifts the
cubic symmetry with reference to the (001) mirror plane but

preserves it along the perpendicular (110) mirror plane. In
the following, two effects that introduce strong changes to
the band structure will be discussed: i.e., local strain fields
and strong electric fields. Both are present under the STM tip
at the relaxed surface.

A. Surface effect: Strain

The atoms in the first few layers of the cleaved InAs(110)
surface relax. The relaxation is usually treated in self-
consistent calculations’>3¢37 and experimentally investigated
by low energy electron diffraction.®3 In terms of strain, this
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FIG. 4. (Color online) Band structure of InAs in a plane defined
by [001] and [110]. The colored lines are the isoenergy lines of the
uppermost valence band. The plots show about 10% of the Brillouin
zone. The calculated situations are sketched to the left of each plot.
(a) No additional symmetry reducing field is applied, i.e., bare InAs
band structure. This results in a symmetric contrast with reference
to [001]. (b) A shear strain is applied, which accounts for the strain
induced by the surface relaxation. The In atoms are displaced by
0.05% of the (110) monolayer distance with respect to the As sub-
lattice. (c) An electric field is applied along the [110] direction with
a strength of 0.1 V/nm. Both (b) and (c¢) induce a (001) mirror
asymmetry in the contrasts at the [110] surface.

relaxation decomposes into a hydrostatic component, a
uniaxial component, and shear components. The uniaxial
strain is along [110] for the relaxation, but neither the hydro-
static nor the uniaxial components induce symmetry break-
ing with respect to [001]. However, in zinc blende crystals
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uniaxial strain along the (110) directions results in shear
components in the strain tensor.*’ They correspond to the
off-diagonal components ¢;; of the strain tensor, while the
uniaxial strain is part of the diagonal components g;;. In re-
cent experiments, it was shown that even small [110]
uniaxial strain (that can be applied by an external vice) leads
to large anisotropies in the electron propagation properties in
GaAs.*! This gives rise to the idea that shear strain of the
surface relaxation induces the observed symmetry reduction
along [001].

To give an estimate of whether such shear strain could
lead to the observed asymmetries, its impact on the band
structure is approximated within the bulk band structure cal-
culation. It is modeled by a slight displacement of the In and
As sublattices against each other. The In atom within the
modeled unit cell is displaced along [110] from its equilib-
rium position, and under the condition of small displace-
ments, we assume that the configuration of the unit cell is not
changed. The influence of the symmetry reducing strain field
on the highest valence band is shown in Fig. 4(b). The results
show a prominent symmetry reduction with reference to the
(001) mirror plane. Already very small distortions induce a
considerable asymmetry. The graph in Fig. 4(b) shows the
valence band for an In displacement of 0.05% of the [110]
monolayer distance, i.e., 0.000 25 a,/v2. The valence band

becomes elongated along [111] and compressed along [111].
This asymmetry is highest for the highest valence band
states. The seven inner (red and yellow) contour lines in Fig.
4(b) correspond to an energy window of about 10 meV start-
ing at the valence band maximum. The degree of asymmetry
for these states exceeds 47%. States further away from the
valence band maximum are less asymmetric, but the outer
(blue) contour line is still 26% more elongated along [111]

than along [111].

Recent reports of the relaxed InAs {110} surface predict
that even the second subsurface layer, which is the fourth
layer of InAs counted from vacuum, exhibits a [110] dis-
placement of In and As as high as 0.5% of the monolayer
distance.*> The shear strain employed here is one order of
magnitude smaller and is a reasonable choice for the residual
shear of deeper layers.

This simplified model demonstrates that a small shear
strain, which is present at the relaxed surface, already in-
duces considerable asymmetry in the valence bands. An ac-
ceptor wave function in this environment will extend further

along [111] than along [111]. Thus, the probability density

on the [110] surface will extend further along [001] than it
does along [001]. The resulting contrast properties are de-
picted in Fig. 4(b). This matches with the measurement: The
asymmetric bow-tie-like contrasts are more pronounced on

the [001] side of the dopant atom. These findings are cor-
roborated by a recent report on Mn acceptors located in the
strain field of a quantum dot. The in-plane strain has a strong
influence on the wave function shape of a dopant and distorts
the acceptor contrast into the direction of the quantum dot.”

B. Surface effect: Electric field

The second effect that is capable of producing the [001]
asymmetry of the Mn contrast is the tip-induced electric
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field. The tip exhibits an electric field penetrating into the
semiconductor. It is directed along the surface normal of the
cleavage plane [110] due to the STM geometry. Typical field
strengths are on the order of 10°~10° V/cm.??> The STM
images show that the relative weight of the acceptor wave
function shifts perpendicular to this electric field. An electro-
static distortion of the wave function due to such an electric
field, e.g., the Stark effect, would only produce changes that
are symmetric with reference to the (001) mirror plane. An
elongation or compression of the wave function along [110]
would not explain the observed asymmetry. An effect is

needed, which acts differently for the [001] and [001] wave
vector components. The SOI provides this kind of symmetry
reduction in the band structure.>® The above calculation is
extended to implement a homogenous electric field in the
[110] direction. It is introduced to the Hamiltonian via
an additional SOI term in the form of the Rashba
Hamiltonian.3'** Thus, it represents a homogenous electric
field that acts solely by spin-orbit interaction. For simplicity,
other effects of the external field are neglected. As illustrated
by the sketch in Fig. 4(c), the electric field resembles a struc-
ture inversion asymmetry (SIA).3* Its effect on the highest
valence band is shown in the graph of Fig. 4(c) for an elec-
tric field of 0.1 V/nm. The valence band is elongated along

the [111] direction and compressed along the [111] direction.
The calculated deformation of the valence band is caused by
the combination of the bulk inversion asymmetry (BIA) of
the zinc blende crystal and the external field induced SIA.
The BIA preserves the cubic shape of the valence bands, i.e.,
their elongation in all (111) directions and compression in
the (100) directions. The spin splitting of the bands due to
SIA has a different dependence. The sign of the spin splitting
due to SIA and BIA in the [111] direction is the same. Both

effects add up. In the perpendicular [111] direction, SIA and
BIA have opposite signs. The sum of both effects induces the
symmetry reduction over [001]. Analogous to the previously
discussed strain field, this distortion is inherited by the ac-

ceptor wave function. The [001] side of the bow-tie-like con-
trast will be more pronounced than the opposite side. The
field strength of 0.1 eV/nm is chosen because the induced
valence band distortion is similar to the distortion due to the
0.05% strain field [compare Figs. 4(b) and 4(c)]. Thus, the
impact on the acceptor contrast at the [110] surface will be
comparable if the tip-induced electric field is of this order of
magnitude.

According to the TIBB(V) dependence, the acceptor state
is detected shortly before the flatband condition is reached.
When the Mn acceptor state becomes accessible for tunnel-
ing, the TIBB is comparable to the Mn binding energy. The
corresponding depletion layer involves an electric field of 36
kV/cm, i.e., 3.6 mV/nm, which is about a factor of 20
smaller than the field needed to induce enough asymmetry in
the valence bands. It should be considered that the tip-
induced band bending model employed here is a continuum
model. In particular, the doping is assumed to be homog-
enous, but on the level of the STM experiment, the inherent
granularity of doping becomes apparent. Thus, the electric
fields present in the STM experiment will be larger than the
estimates from continuum models. However, even though the
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present sample is quite diluted, it is unlikely that the neces-
sary level of 0.1 eV/nm is reached.

C. Summary

In summary, the symmetry considerations of the band
structure demonstrate that the strain field of the surface re-
laxation and the tip-induced electric field reduce the symme-
try of the bulk band structure. Both effects act similarly on
the host crystal’s band structure and will thus introduce simi-
lar asymmetries in the acceptor state’s wave function. A
(001) mirror asymmetry is gradually developed for both
cases. This is the same symmetry reduction, as observed in
the experiment. The calculations indicate that the acceptor

contrast should be more pronounced on the [001] side for the
[110] cleavage surface, which is supported by the measure-
ment [compare sketches in Figs. 4(b) and 4(c) with STM
topographies in Fig. 2]. Thus, both effects, i.e., strain and
electric field, are capable of producing the observed (001)
mirror asymmetry in the shapes of the Mn acceptors and they
are a priori not distinguishable. Furthermore, the surface-
related strain cannot be influenced in the present experiment.
The tip-induced electric field is adjustable via the applied
bias, but because the Mn acceptor state is only visible in
topographies ranging from +0.95 to +1.1 V, the possible
variation of the TIBB is only ~35 meV at the surface (see
the lower graph in Fig. 1) and the concomitant variation of
the electric field in the semiconductor is small. Thus, inten-
tionally changing the strength of the electric field while
monitoring the acceptor contrast asymmetry yields no sig-
nificant results for this sample system.

Nevertheless, the comparison of Figs. 4(b) and 4(c) yields
the estimated relative strengths of both effects and allows a
differentiation: a small shear strain of 0.05% ([110] mono-
layer distance) originating from the surface relaxation is
capable of producing a considerable mirror asymmetry
with reference to (001). On the other hand, a relatively
strong electric field in the [110] direction of 0.1 V/nm
(=10% V/cm) is needed to introduce a similar effect solely
by electric fields. Here, the Mn acceptor state is imaged near
a flatband condition and the electric field is much smaller.
This indicates that the surface-induced strain is the dominant
effect. Additionally, the tip-induced electric field still pen-
etrates more than 10 nm into the sample when the acceptor
state is imaged. In contrast to that, the surface-induced strain
rapidly decays into the crystal on a length scale of a few
monolayers. Together with the rapid decrease of asymmetry
with increasing depth (see Fig. 3, A#%=0.024/monolayer)
and the observation that a Mn acceptor located in the tenth
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subsurface layer (2.5 nm below the surface) is almost sym-
metric, this lays further weight on the conclusion that the
(001) mirror asymmetry is driven by a surface-induced strain
field.

However, tip-induced fields of 0.1 eV/nm are easily
achievable in the STM experiment. Even though the electric
field is a minor effect for measurements of Mn acceptors in
InAs, it should be considered in different systems, e.g., shal-
low acceptors in GaAs where the highly anisotropic features
are imaged well within the depletion bias window when the
tip-induced field is large.!”

V. CONCLUSION

Mn acceptors in InAs are analyzed with high resolution
multibias topographic measurements. The anisotropic bow-
tie-like features at subsurface acceptors are identified as an
image of the probability density distribution of the acceptor
ground state wave function. This is validated by local I(V)
spectroscopy. Simultaneous acquisition of the circular Cou-
lomb contrast of the charged acceptor and the bow-tie-like
neutral acceptor contrast allows high precision registry of the
wave function image with respect to the Mn atom position.
The contrast shape evolves nearly linearly from almost trian-
gular to rectangular with increasing distance of the dopant
atom from the (110) cleavage surface. Acceptors located
within the first ten subsurface layers of the semiconductor
have a pronounced asymmetry with reference to the (001)
mirror plane that can be as high as 7=0.27 (27%). The mea-
sured contrasts for acceptors buried below the tenth subsur-
face layer are in good agreement with theoretical predictions
for the bulk acceptor’s probability density distribution. In
conclusion, the long-known (001) mirror asymmetry of the
Mn acceptor contrasts is not only influenced by a surface-
related effect, it is rather generated by it. Symmetry reduc-
tion effects at the surface, such as strain originating from the
surface relaxation and electric fields induced by the STM tip
are discussed as sources of the observed asymmetry. While
both effects induce similar symmetry reduction, a compari-
son of their relative strengths indicates that surface-related
strain is the dominant source in this case. These findings
demonstrate that impurities in different depths under the sur-
face give access to the evolution of wave functions in envi-
ronments with varying anisotropy and/or reduced dimension-
ality.
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